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Adversarial Training
• A phrase whose usage is in flux; a new term that applies to both new and 

old ideas 

• My current usage: “Training a model in a worst-case scenario, with inputs 
chosen by an adversary” 

• Examples: 

• An agent playing against a copy of itself in a board game (Samuel, 1959) 

• Robust optimization / robust control (e.g. Rustem and Howe 2002) 

• Training neural networks on adversarial examples (Szegedy et al 2013, 
Goodfellow et al 2014)
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Generative Adversarial 
Networks

• Both players are neural networks 

• Worst case input for one network is produced by 
another network
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Generative Modeling
• Density estimation 

• Sample generation

Training examples Model samples
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Adversarial Nets Framework

x sampled from 
data

Differentiable 
function D

D(x) tries to be 
near 1

Input noise z

Differentiable 
function G

x sampled from 
model

D

D tries to make 
D(G(z)) near 0,
G tries to make 
D(G(z)) near 1
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Minimax Game

-Equilibrium is a saddle point of the discriminator loss 
-Resembles Jensen-Shannon divergence 
-Generator minimizes the log-probability of the discriminator 
being correct
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Discriminator Strategy
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In other words, D and G play the following two-player minimax game with value function V (G,D):

min

G

max

D

V (D,G) = E
x⇠pdata(x)[logD(x)] + E

z⇠pz(z)[log(1�D(G(z)))]. (1)

In the next section, we present a theoretical analysis of adversarial nets, essentially showing that
the training criterion allows one to recover the data generating distribution as G and D are given
enough capacity, i.e., in the non-parametric limit. See Figure 1 for a less formal, more pedagogical
explanation of the approach. In practice, we must implement the game using an iterative, numerical
approach. Optimizing D to completion in the inner loop of training is computationally prohibitive,
and on finite datasets would result in overfitting. Instead, we alternate between k steps of optimizing
D and one step of optimizing G. This results in D being maintained near its optimal solution, so
long as G changes slowly enough. This strategy is analogous to the way that SML/PCD [31, 29]
training maintains samples from a Markov chain from one learning step to the next in order to avoid
burning in a Markov chain as part of the inner loop of learning. The procedure is formally presented
in Algorithm 1.

In practice, equation 1 may not provide sufficient gradient for G to learn well. Early in learning,
when G is poor, D can reject samples with high confidence because they are clearly different from
the training data. In this case, log(1 � D(G(z))) saturates. Rather than training G to minimize
log(1�D(G(z))) we can train G to maximize logD(G(z)). This objective function results in the
same fixed point of the dynamics of G and D but provides much stronger gradients early in learning.

. . .

(a) (b) (c) (d)

Figure 1: Generative adversarial nets are trained by simultaneously updating the discriminative distribution
(D, blue, dashed line) so that it discriminates between samples from the data generating distribution (black,
dotted line) p

x

from those of the generative distribution pg (G) (green, solid line). The lower horizontal line is
the domain from which z is sampled, in this case uniformly. The horizontal line above is part of the domain
of x. The upward arrows show how the mapping x = G(z) imposes the non-uniform distribution pg on
transformed samples. G contracts in regions of high density and expands in regions of low density of pg . (a)
Consider an adversarial pair near convergence: pg is similar to pdata and D is a partially accurate classifier.
(b) In the inner loop of the algorithm D is trained to discriminate samples from data, converging to D

⇤(x) =
pdata(x)

pdata(x)+pg(x) . (c) After an update to G, gradient of D has guided G(z) to flow to regions that are more likely
to be classified as data. (d) After several steps of training, if G and D have enough capacity, they will reach a
point at which both cannot improve because pg = pdata. The discriminator is unable to differentiate between
the two distributions, i.e. D(x) = 1

2 .

4 Theoretical Results

The generator G implicitly defines a probability distribution p

g

as the distribution of the samples
G(z) obtained when z ⇠ p

z

. Therefore, we would like Algorithm 1 to converge to a good estimator
of pdata, if given enough capacity and training time. The results of this section are done in a non-
parametric setting, e.g. we represent a model with infinite capacity by studying convergence in the
space of probability density functions.

We will show in section 4.1 that this minimax game has a global optimum for p
g

= pdata. We will
then show in section 4.2 that Algorithm 1 optimizes Eq 1, thus obtaining the desired result.
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(x) is always
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x

Discriminator

Estimating this ratio 
using supervised learning is 

the key approximation 
mechanism used by GANs
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Non-Saturating Game
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-Equilibrium no longer describable with a single loss 
-Generator maximizes the log-probability of the discriminator 
being mistaken 
-Heuristically motivated; generator can still learn even when 
discriminator successfully rejects all generator samples
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Vector Space ArithmeticCHAPTER 15. REPRESENTATION LEARNING
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Figure 15.9: A generative model has learned a distributed representation that disentangles
the concept of gender from the concept of wearing glasses. If we begin with the repre-
sentation of the concept of a man with glasses, then subtract the vector representing the
concept of a man without glasses, and finally add the vector representing the concept
of a woman without glasses, we obtain the vector representing the concept of a woman
with glasses. The generative model correctly decodes all of these representation vectors to
images that may be recognized as belonging to the correct class. Images reproduced with
permission from Radford et al. (2015).

common is that one could imagine learning about each of them without having to

see all the configurations of all the others. Radford et al. (2015) demonstrated that
a generative model can learn a representation of images of faces, with separate
directions in representation space capturing different underlying factors of variation.
Figure 15.9 demonstrates that one direction in representation space corresponds
to whether the person is male or female, while another corresponds to whether
the person is wearing glasses. These features were discovered automatically, not
fixed a priori. There is no need to have labels for the hidden unit classifiers:
gradient descent on an objective function of interest naturally learns semantically
interesting features, so long as the task requires such features. We can learn about
the distinction between male and female, or about the presence or absence of
glasses, without having to characterize all of the configurations of the n � 1 other
features by examples covering all of these combinations of values. This form of
statistical separability is what allows one to generalize to new configurations of a
person’s features that have never been seen during training.

552

Man 
with glasses

Man Woman

Woman with Glasses

(Radford et al, 2015)
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Non-convergence

• Optimization algorithms often approach a saddle 
point or local minimum rather than a global 
minimum 

• Game solving algorithms may not approach an 
equilibrium at all
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Mode Collapse

• D in inner loop: convergence to correct distribution 

• G in inner loop: place all mass on most likely point

min

G
max

D
V (G,D) 6= max

D
min

G
V (G,D)

Under review as a conference paper at ICLR 2017

Figure 1: Unrolling the discriminator stabilizes GAN training on a toy 2D mixture of Gaussians
dataset. Columns show a heatmap of the generator distribution after increasing numbers of training
steps. The final column shows the data distribution. The top row shows training for a GAN with
10 unrolling steps. Its generator quickly spreads out and converges to the target distribution. The
bottom row shows standard GAN training. The generator rotates through the modes of the data
distribution. It never converges to a fixed distribution, and only ever assigns significant mass to a
single data mode at once.

responding to. This extra information helps the generator spread its mass to make the next D step
less effective instead of collapsing to a point.

In principle, a surrogate loss function could be used for both D and G. In the case of 1-step unrolled
optimization this is known to lead to convergence for games in which gradient descent (ascent) fails
(Zhang & Lesser, 2010). However, the motivation for using the surrogate generator loss in Section
2.2, of unrolling the inner of two nested min and max functions, does not apply to using a surrogate
discriminator loss. Additionally, it is more common for the discriminator to overpower the generator
than vice-versa when training a GAN. Giving more information to G by allowing it to ‘see into the
future’ may thus help the two models be more balanced.

3 EXPERIMENTS

In this section we demonstrate improved mode coverage and stability by applying this technique
to three datasets of increasing complexity. Evaluation of generative models is a notoriously hard
problem (Theis et al., 2016). As such the de facto standard in GAN literature has become sample
quality as evaluated by a human and/or evaluated by a heuristic (Inception score for example, (Sal-
imans et al., 2016)). While these evaluation metrics do a reasonable job capturing sample quality,
they fail to capture sample diversity. In our first 2 experiments diversity is easily evaluated via visual
inspection. In our last experiment this is not the case, and we will introduce new methods to quantify
coverage of samples.

When doing stochastic optimization, we must choose which minibatches to use in the unrolling
updates in Eq. 7. We experimented with both a fixed minibatch and re-sampled minibatches for
each unrolling step, and found it did not significantly impact the result. We use fixed minibatches
for all experiments in this section.

3.1 MIXTURE OF GAUSSIANS DATASET

To illustrate the impact of discriminator unrolling, we train a simple GAN architecture on a 2D
mixture of 8 Gaussians arranged in a circle. For a detailed list of architecture and hyperparameters
see Appendix A. Figure 1 shows the dynamics of this model through time. Without unrolling the
generator rotates around the valid modes of the data distribution but is never able to spread out
mass. When adding in unrolling steps G quickly learns to spread probability mass and the system
converges to the data distribution.

3.2 PATHOLOGICAL MODELS

To evaluate the ability of this approach to improve trainability, we look to a traditionally challenging
family of models to train – recurrent neural networks (RNN). In this experiment we try to generate
MNIST samples using an LSTM (Hochreiter & Schmidhuber, 1997). MNIST digits are 28x28 pixel

5
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Figure 1: Unrolling the discriminator stabilizes GAN training on a toy 2D mixture of Gaussians
dataset. Columns show a heatmap of the generator distribution after increasing numbers of training
steps. The final column shows the data distribution. The top row shows training for a GAN with
10 unrolling steps. Its generator quickly spreads out and converges to the target distribution. The
bottom row shows standard GAN training. The generator rotates through the modes of the data
distribution. It never converges to a fixed distribution, and only ever assigns significant mass to a
single data mode at once.

responding to. This extra information helps the generator spread its mass to make the next D step
less effective instead of collapsing to a point.

In principle, a surrogate loss function could be used for both D and G. In the case of 1-step unrolled
optimization this is known to lead to convergence for games in which gradient descent (ascent) fails
(Zhang & Lesser, 2010). However, the motivation for using the surrogate generator loss in Section
2.2, of unrolling the inner of two nested min and max functions, does not apply to using a surrogate
discriminator loss. Additionally, it is more common for the discriminator to overpower the generator
than vice-versa when training a GAN. Giving more information to G by allowing it to ‘see into the
future’ may thus help the two models be more balanced.

3 EXPERIMENTS

In this section we demonstrate improved mode coverage and stability by applying this technique
to three datasets of increasing complexity. Evaluation of generative models is a notoriously hard
problem (Theis et al., 2016). As such the de facto standard in GAN literature has become sample
quality as evaluated by a human and/or evaluated by a heuristic (Inception score for example, (Sal-
imans et al., 2016)). While these evaluation metrics do a reasonable job capturing sample quality,
they fail to capture sample diversity. In our first 2 experiments diversity is easily evaluated via visual
inspection. In our last experiment this is not the case, and we will introduce new methods to quantify
coverage of samples.

When doing stochastic optimization, we must choose which minibatches to use in the unrolling
updates in Eq. 7. We experimented with both a fixed minibatch and re-sampled minibatches for
each unrolling step, and found it did not significantly impact the result. We use fixed minibatches
for all experiments in this section.

3.1 MIXTURE OF GAUSSIANS DATASET

To illustrate the impact of discriminator unrolling, we train a simple GAN architecture on a 2D
mixture of 8 Gaussians arranged in a circle. For a detailed list of architecture and hyperparameters
see Appendix A. Figure 1 shows the dynamics of this model through time. Without unrolling the
generator rotates around the valid modes of the data distribution but is never able to spread out
mass. When adding in unrolling steps G quickly learns to spread probability mass and the system
converges to the data distribution.

3.2 PATHOLOGICAL MODELS

To evaluate the ability of this approach to improve trainability, we look to a traditionally challenging
family of models to train – recurrent neural networks (RNN). In this experiment we try to generate
MNIST samples using an LSTM (Hochreiter & Schmidhuber, 1997). MNIST digits are 28x28 pixel

5
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Minibatch Features

• Add minibatch features that classify each example 
by comparing it to other members of the minibatch 
(Salimans et al 2016) 

• Nearest-neighbor style features detect if a minibatch 
contains samples that are too similar to each other
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Minibatch GAN on CIFAR

Training Data Samples
(Salimans et al 2016)
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Minibatch GAN on ImageNet

(Salimans et al 2016)
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Cherry-Picked Results
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Problems with Counting
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Problems with Perspective
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Problems with Global 
Structure
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Image to Image Translation

Input Ground truth Output Input Ground truth Output

Figure 13: Example results of our method on day!night, compared to ground truth.

Input Ground truth Output Input Ground truth Output

Figure 14: Example results of our method on automatically detected edges!handbags, compared to ground truth.

(Isola et al 2016)

Image-to-Image Translation with Conditional Adversarial Networks

Phillip Isola Jun-Yan Zhu Tinghui Zhou Alexei A. Efros

Berkeley AI Research (BAIR) Laboratory
University of California, Berkeley

{isola,junyanz,tinghuiz,efros}@eecs.berkeley.edu

Labels to Facade BW to Color

Aerial to Map

Labels to Street Scene

Edges to Photo

input output input

inputinput

input output

output

outputoutput

input output

Day to Night

Figure 1: Many problems in image processing, graphics, and vision involve translating an input image into a corresponding output image.
These problems are often treated with application-specific algorithms, even though the setting is always the same: map pixels to pixels.
Conditional adversarial nets are a general-purpose solution that appears to work well on a wide variety of these problems. Here we show
results of the method on several. In each case we use the same architecture and objective, and simply train on different data.

Abstract

We investigate conditional adversarial networks as a
general-purpose solution to image-to-image translation
problems. These networks not only learn the mapping from
input image to output image, but also learn a loss func-
tion to train this mapping. This makes it possible to apply
the same generic approach to problems that traditionally
would require very different loss formulations. We demon-
strate that this approach is effective at synthesizing photos
from label maps, reconstructing objects from edge maps,
and colorizing images, among other tasks. As a commu-
nity, we no longer hand-engineer our mapping functions,
and this work suggests we can achieve reasonable results
without hand-engineering our loss functions either.

Many problems in image processing, computer graphics,
and computer vision can be posed as “translating” an input
image into a corresponding output image. Just as a concept

may be expressed in either English or French, a scene may
be rendered as an RGB image, a gradient field, an edge map,
a semantic label map, etc. In analogy to automatic language
translation, we define automatic image-to-image translation
as the problem of translating one possible representation of
a scene into another, given sufficient training data (see Fig-
ure 1). One reason language translation is difficult is be-
cause the mapping between languages is rarely one-to-one
– any given concept is easier to express in one language
than another. Similarly, most image-to-image translation
problems are either many-to-one (computer vision) – map-
ping photographs to edges, segments, or semantic labels,
or one-to-many (computer graphics) – mapping labels or
sparse user inputs to realistic images. Traditionally, each of
these tasks has been tackled with separate, special-purpose
machinery (e.g., [7, 15, 11, 1, 3, 37, 21, 26, 9, 42, 46]),
despite the fact that the setting is always the same: predict
pixels from pixels. Our goal in this paper is to develop a
common framework for all these problems.
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Plug and Play Generative 
Models

• New state of the art generative model (Nguyen et al 
2016) released days before NIPS 

• Generates 227x227 realistic images from all 
ImageNet classes 

• Combines adversarial training, moment matching, 
denoising autoencoders, and Langevin sampling
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PPGN Samples

Plug & Play Generative Networks:

Conditional Iterative Generation of Images in Latent Space
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University of Wyoming
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Abstract

Generating high-resolution, photo-realistic images has
been a long-standing goal in machine learning. Recently,
Nguyen et al. [36] showed one interesting way to synthesize
novel images by performing gradient ascent in the latent
space of a generator network to maximize the activations
of one or multiple neurons in a separate classifier network.
In this paper we extend this method by introducing an addi-
tional prior on the latent code, improving both sample qual-
ity and sample diversity, leading to a state-of-the-art gen-
erative model that produces high quality images at higher
resolutions (227 ⇥ 227) than previous generative models,
and does so for all 1000 ImageNet categories. In addition,
we provide a unified probabilistic interpretation of related
activation maximization methods and call the general class
of models “Plug and Play Generative Networks.” PPGNs
are composed of 1) a generator network G that is capable
of drawing a wide range of image types and 2) a replace-
able “condition” network C that tells the generator what
to draw. We demonstrate the generation of images condi-
tioned on a class (when C is an ImageNet or MIT Places
classification network) and also conditioned on a caption
(when C is an image captioning network). Our method also
improves the state of the art of Multifaceted Feature Visual-
ization [39], which generates the set of synthetic inputs that
activate a neuron in order to better understand how deep
neural networks operate. Finally, we show that our model
performs reasonably well at the task of image inpainting.
While image models are used in this paper, the approach is
modality-agnostic and can be applied to many types of data.

1. Introduction

Recent years have seen generative models that are in-
creasingly capable of synthesizing diverse, realistic images

Figure 1: Images synthetically generated by Plug and Play
Generative Networks at high-resolution (227x227) for four
ImageNet classes. Not only are many images nearly photo-
realistic, but samples within a class are diverse.

that capture both the fine-grained details and global coher-
ence of natural images [52, 26, 9, 15, 42, 23]. However,
many important open challenges remain, including (1) pro-
ducing photo-realistic images at high resolutions [29], (2)
training generators that can produce a wide variety of im-
ages (e.g. all 1000 ImageNet classes) instead of only one or
a few types (e.g. faces or bedrooms [42]), and (3) producing
a diversity of samples that match the diversity in the dataset
instead of modeling only a subset of the data distribution
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GANs allow many answers
Mean Squared Error GANs
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Next Video Frame PredictionCHAPTER 15. REPRESENTATION LEARNING

Ground Truth MSE Adversarial

Figure 15.6: Predictive generative networks provide an example of the importance of
learning which features are salient. In this example, the predictive generative network
has been trained to predict the appearance of a 3-D model of a human head at a specific
viewing angle. (Left)Ground truth. This is the correct image, that the network should
emit. (Center)Image produced by a predictive generative network trained with mean
squared error alone. Because the ears do not cause an extreme difference in brightness
compared to the neighboring skin, they were not sufficiently salient for the model to learn
to represent them. (Right)Image produced by a model trained with a combination of
mean squared error and adversarial loss. Using this learned cost function, the ears are
salient because they follow a predictable pattern. Learning which underlying causes are
important and relevant enough to model is an important active area of research. Figures
graciously provided by Lotter et al. (2015).

recognizable shape and consistent position means that a feedforward network
can easily learn to detect them, making them highly salient under the generative
adversarial framework. See figure 15.6 for example images. Generative adversarial
networks are only one step toward determining which factors should be represented.
We expect that future research will discover better ways of determining which
factors to represent, and develop mechanisms for representing different factors
depending on the task.

A benefit of learning the underlying causal factors, as pointed out by Schölkopf
et al. (2012), is that if the true generative process has x as an effect and y as
a cause, then modeling p(x | y) is robust to changes in p(y). If the cause-effect
relationship was reversed, this would not be true, since by Bayes’ rule, p(x | y)

would be sensitive to changes in p(y). Very often, when we consider changes in
distribution due to different domains, temporal non-stationarity, or changes in
the nature of the task, the causal mechanisms remain invariant (the laws of the
universe are constant) while the marginal distribution over the underlying causes
can change. Hence, better generalization and robustness to all kinds of changes can

545

(Lotter et al 2016)
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Adversarial training for people

• Markets 

• Cycles due to non-convergence? 

• Auctions, taxation, etc. 

• Deliberate practice (Ericsson et al 1993)
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Conclusion
• Adversarial training is a term encompassing old and 

new work 

• GANs are a generative models that use supervised 
learning to estimate a density ratio 

• GANs allow a model to learn that there are many 
correct answers 

• Adversarial training can be useful for people as well as 
machine learning models


