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Adversarial Machine Learning:

(Game Theory

Player 1’s view Player 2’s view
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(Generative Modeling:

Sample Generation

Training Data ‘ Sample Generator
(CelebA) (Karras et al, 2017)

(Goodfellow 2019)



Adversarial Nets Framework

D(x) tries to be
near 1

D tries to make
D(G(z)) near 0,
(G tries to make

D(G(z)) near 1

(Goodfellow 2019)



4.5 years of progress on faces

2018



2 Years of Progress on ImageNet

Odena et al
2016

Miyato et al
2017

/hang et al
2018

Brock et al
2018

(Goodfellow 2018)



Unsupervised Image-to-Image Translation

Day to night

Liu et al., 2017

(Goodfellow 2019)



CycleGAN

(Zhu et al., 2017)

(Goodfellow 2019)



Video-to-Video

Pose-to-Body Results

(Wang et al, 2018)



https://www.youtube.com/watch?time_continue=32&v=S1OwOd-war8
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(Goodfellow 2018)


https://www.youtube.com/watch?time_continue=134&v=PCBTZh41Ris
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Self-Attention

(Zhang et al., 2018)

Use layers from
Wang et al 2018




Recent Advances

N N ,,i 4 \ & . E A ] -‘A
Starting sample Sample for coarse
(Fake) style (also fake) (still fake)

(Brock et al, 2018)
BigGAN
Large scale TPU

implementation (Goodielow 2019

Style-based generators
(Karras et al, 2018)
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99% gibbon

58% panda

(Goodfellow 2019)



Also Adversarial Examples

L —— o
-

T P 8

B P AR D E A s | it

Eykholt et al, 2017 oodfellow 2018

(Goodfellow 2019)



Adversarial Examples in the
Physical World

(a) Image from dataset (b) Clean image (c) Adv. image, ¢ = 4 (d) Adv. image, € = 8

(Kurakin et al, 2016)



Adversarial Training as a

Minimax Problem

66 . « e . « o
Adversarial training can be interpreted as a minimax game,

0* = argmin Eg , max [J(z,y,0) + J(z +n,y)] .
0 n

with the learning algorithm as the minimizing player and a fixed procedure
(such as L-BFGS or the fast gradient sign method) as the maximizing player.”

Original implementation: Goodfellow et al 2014

Explicit use of “minimax’”: Farlev and Goodfellow, 2016

(Goodfellow 2019)


https://arxiv.org/abs/1412.6572
https://pdfs.semanticscholar.org/b5ec/486044c6218dd41b17d8bba502b32a12b91a.pdf

Training on Adversarial Examples

109
Train=Clean, Test=Clean
Train=Clean, Test=Adv
Train=Adv, Test=Clean
10~ Train=Adv, Test=Adv

Test misclassification rate

0 o0 100 150 200 200 300

Training time (epochs)

(CleverHans tutorial, using method of Goodfellow et al 2014)

(Goodfellow 2019)
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Model-Based Optimization

Make new inventions by finding input
that maximizes model’s predicted

performance

Training data Extrapolation

(Goodfellow 2019)



Counts (normalized)

Designing DNA to optimize

protein function

Fraction Generated Genes above Threshold
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versarial Examples for RL

Test-Time Execution Test-Time Execution with ( -norm FGSM Adversary
) A

raw input raw input adversarial perturbation (unscaled) adversarial input

T B D O T o

output action distribution output action distribution HT’](() T, g/m.) output action distribution

P> »I o) 005/540

= Adversarial Attacks: Seaquest, A3C, L2-Norm
Sandy Huang

Subscribe .
6,295 views

(Huang et al., 2017)

(Goodfellow 2019)


https://www.youtube.com/watch?v=r2jm0nRJZdI
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1959: Arthur Samuel’s checkers agent

oooooooooo

P A NG
> ) 1717 i
| S/ e

40 days — AlphaGo Zero surpasses all
previous versions, becomes the best
Go player in the world

~= MORE VIDEOS

(OpenI, 2017)

36 hours — AlphaGo Zero

£ 2000 - 72 hours — AlphaGo Zero
: reaches.level of Alpha Go beats Alpha Go Lee, 100:0
© 1000 - Lee, which beat world
m champion Lee Sedol in 2016
0 -
-1000 -
oy Training days
6 f; 16 1‘5 270 2'5 3'0 3'5 4‘0 "Sumo"

A Taco Zerm 40 biocia T eee A raco oo T oot Anreto Menter Goal: push opponent outside the ring, or topple them over

(Silver et al, 2017) (Bansal et al, 2017)

(Goodfellow 2019)



SPIRAL

Synthesizing Programs for Images Using Reinforced Adversarial Learning

Input Program Interpreters

Simulated Paint

=[(9, 12), (3, 16),
(17, 26), (30, 26), (30,
26), (30, 26), (20, 22),
(16, 14), (30, 21), ...},

(8, 1), (8, 24), (3.
25). (10, 25), (18, 25), -
(23, 25). (17, 21), (17,
22). (18, 22), .1

Simulated Arm Real Arm

(Ganin et al, 2018)

(Goodfellow 2019)
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Extreme Reliability

e We want extreme reliability for
e Autonomous vehicles
o Air traffic control
e Surgery robots
e Medical diagnosis, etc.

o Adversarial machine learning research techniques can help with this

e Katz et al 2017: verification system, applied to air traflic control

(Goodfellow 2019)
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Supervised Discriminator

for Semi-Supervised Learning

Hidden

LLearn to read with
100 labels rather

than 60,000

units

(Odena 2016, Salimans et al 2016)



Virtual Adversarial Training

Miyato et al 2015: regularize for robustness to adversarial perturbations of

unlabeled data

Test Error

SVHN, Varying Number of Labels

—8— II-Model

20% Mean Teacher
VAT
159, —4— Pseudo-Label
10%
- \ .
250 500 1000 2000 4000 8000

Number of Labeled Datapoints
(Oliver4+-Odena+Raffel et al, 2018)

(Goodfellow 2019)



A Cambrian Explosion of Machine
Learning Research Topics

v

Make ML work

‘

| | Neuroscience
(GGenerative modeling

Fairness, accountability

Security and transparency

Domain adaptation

Model-based optimization ,
Label efficiency

Extreme reliability

RL

(Goodfellow 2019)



Domain Adaptation

e Domain Adversarial Networks (Ganin et al, 2015)

VIPER PRID

e Professor forcing (Lamb et al, 2016): Domain-

Adversarial learning in RNN hidden state

(Goodfellow 2019)



(GANs for simulated training data

Unlabeled Real Images
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Synthetic Refined

(Shrivastava et al., 2016)



GraspGAN

(Bousmalis et al, 2017)



https://www.youtube.com/watch?time_continue=14&v=1OIPjt4LMP4

Grasp Success in the Real World

80.00%

60.00%

40.00%

20.00%

0.00%

T00K

GraspGAN

200K ™ 2M

Number of Real-World Samples Used for Training

(Bousmalis et al, 2017)

B Sim-Only
B Real-Only
B Sim+Real

(Goodfellow 2018)



Sim-to-real via sim-to-sim

Randomized Canonical
‘Si.mulation o Simulation ,
QR DR 3020”
Agent

/ Learn to grasp
\ without real data!

Agent
Real Wofld Canonical action
Simulation

(James et al, 2018)

(Goodfellow 2018)
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Adversarially Learned Fair

Representations
Edwards and Storkey 2015

Learn representations that are usetul for

classification

An adversary tries to recover a sensitive variable S
from the representation. Primary learner tries to

make S impossible to recover

Final decision does not depend on S

(Goodfellow 2019)
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Interpretability literature: our analysis tools show that

deep nets work about how you would expect them to.

Adversarial ML literature: ML models are very easy to fool

and even linear models work in counter-intuitive ways.

(1) Grad-CAM ‘Dog’

(Selvaraju et al, 2016)

(Goodfellow 2019)



are more interpretable

Robust models
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Relatively robust model
(Goodfellow 2015)

Relatively vulnerable model
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Adversarial examples that affect both

computer and time-limited human vision

25% snake 67% snake

Elsayed et al 2018

(Goodfellow 2019)
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