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Figure 1: Comparison between a traditional workflow and the Net2Net Workflow; Net2Net
reuses information from an already trained model to speed up the training of a new model.
model for a shorter period of time beginning from the function learned by the previous best model.
Fig 1 demonstrates the difference of this approach from traditional one.

More ambitiously, real machine learning systems will eventually become lifelong learning sys-
tems (Thrun, 1995; Silver et al., 2013; Mitchell et al., 2015). These machine learning systems need
to continue to function for long periods of time and continually experience new training examples
as these examples become available. We can think of a lifelong learning system as experiencing a
continually growing training set. The optimal model complexity changes as training set size changes
over time. Initially, a small model may be preferred, in order to prevent overfitting and to reduce
the computational cost of using the model. Later, a large model may be necessary to fully utilize
the large dataset. Net2Net operations allow us to smoothly instantiate a significantly larger model
and immediately begin using it in our lifelong learning system, rather than needing to spend weeks
or months re-train a larger model from scratch on the latest, largest version of the training set.

2 METHODOLOGY
In this section, we describe our new Net2Net operations and how we applied them on real deep
neural nets.

2.1 FEATURE PREDICTION
We briefly experimented with a method that proved not to offer a significant advantage: training a
large student network beginning from a random initialization, and introducing a set of extra “teacher
prediction” layers into the student network. Specifically, several convolutional hidden layers of the
student network were provided as input to new, learned, convolutional layers. The cost function
was modified to include terms encouraging the output of these auxiliary layers to be close to a
corresponding layer in the teacher network. In other words, the student is trained to use each of its
hidden layers to predict the values of the hidden layers in the teacher.

The goal was that the teacher would provide a good internal representation for the task that the stu-
dent could quickly copy and then begin to refine. The approach resembles the FitNets (Romero et al.,
2014) strategy for training very thin networks of moderate depth. Unfortunately, we did not find that
this method offered any compelling speedup or other advantage relative to the baseline approach.
This may be because our baseline was very strong, based on training with batch normalization (Ioffe
& Szegedy, 2015). Mahayri et al. (2015) independently observed that the benefits of the FitNets
training strategy were eliminated after changing the model to use batch normalization.

The FitNets-style approach to Net2Net learning is very general, in the sense that, if successful, it
would allow any architecture of student network to learn from any architecture of teacher network.
Though we were not able to make this general approach work, we encourage other researchers to
attempt to design fully general Net2Net strategies in the future. We instead turned to different
Net2Net strategies that were limited in scope but more effective.

2.2 FUNCTION-PRESERVING INITIALIZATIONS
We introduce two effective Net2Net strategies. Both are based on initializing the student network
to represent the same function as the teacher, then continuing to train the student network by normal
means. Specifically, suppose that a teacher network is represented by a function y = f(x;✓) where
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